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1 Introduction

Vast majority of digital images and video material storedap can capture
only a fraction of visual information visible to the humareegnd does not
offer sufficient quality to reproduce them on the future gatien of display
devices. The limitating factor is not the resolution, sineest consumer level
digital cameras can take images of higher number of pixals thost of dis-
plays can offer. The problem is a limited color gamut and evene limited
dynamic range (contrast) that cameras can capture and #jatity of image
and video formats can store.

For instance, each pixel value in the JPEG image encodirepigsented
using three 8-bit integer numbers (0-255) using¥@&C;, color space. Such
color space is able to store only a small part of visible cglimut (although
containing the colors most often encountered in the reald)aas illustrated
in Figure 1-left, and even smaller part of luminance range tan be per-
ceived by our eyes, as illustrated in Figure 1-right. Theso@afor this is
that the JPEG format was designed to store as much informaican be
displayed on the majority of displays, which were Cathodg Rabe (CRT)
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Fig. 1: Left: color gamut frequently used in traditional igiag (CCIR-705), compared to the full
visible color gamut. Right: real-world luminance valuesrgmared with the range of luminance
that can be displayed on CRT and LDR monitors.

monitors at the time when the JPEG compression was develop@d as-
sumption is no longer valid, as the new generations of LCDRIadma dis-
plays can visualize much broader color gamut and dynamigeréman their
CRT ancestors. Moreover, as new display devices becomiableithere is
a need for higher precision of image and video content. Tadlttonal low-
dynamic range and limited color gamut imaging, which is awedito three
8-bit integer color channels, cannot offer the precisiat th needed for the
further developments in image capture and display teclgiedo

The High Dynamic Range Imaging (HDRI) overcomes the linotatof
traditional imaging by using much higher precision wherf@ening opera-
tions on color. Pixel colors are specified in HDR images apketof floating
point values (usually 32-bit per color channel), providihg accuracy that is
far below the visibility threshold of the human eye. MoregWWDRI operates
on colors of original scenes, instead of their renderings particular display
medium, as is the case of the traditional imaging. By its iehecolorimetric
precision, HDRI can represent all colors that can be fourréah world and
can be perceived by the human eye.

HDRI, which originated from the computer graphics field, haen re-
cently gaining momentum and revolutionizing almost alldgedf digital imag-
ing. One of the breakthroughs of the HDR revolution was thesligpment
of an HDR display, which proved that the visualization ofaoénd the
luminance range close to real scenes is possible (Seetzadridth, Stuer-
zlinger, Ward, Whitehead, Trentacoste, Ghosh & Vorozcd®42. One of
the first to adopt HDRI were video game developers togethtr griaphics
card vendors. Today most of the state-of-the art video gamgines per-
form rendering using HDR precision to deliver more belidgadnd appeal-
ing virtual reality worlds. A computer generated imagergdién the special
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effect production strongly depends on the HDR techniquegh{énd cine-
matographic cameras, both analog and digital, alreadyigeaignificantly
higher dynamic range than most of the displays today. Theility can be
retained after digitalization only if a form of HDR represation is used.
HDRI is also a strong trend in digital photography, mostly do the multi-
exposure techniques, which can be used to take an HDR imageveth
a consumer level digital camera. To catch up with the HDRdyenany
software vendors announce their support of the HDR imagedts, taking
AdobeR) Photosho® CS2 as an example.

Besides its significant impact on existing imaging techge that we can
observe today, HDRI has potential to radically change th#hots in which
imaging data is processed, displayed and preserved inaddigdds of sci-
ence. Computer vision algorithms can greatly benefit froenlereased pre-
cision of HDR images, which lack over- or under-exposedaegj which are
often the cause of the algorithms failure. Medical imagiag hlready devel-
oped image formats (DICOM format) that can partly cope witbrscomings
of traditional images, however they are supported only lcigized hard-
ware and software. HDRI gives the sufficient precision fodioal imaging
and therefore its capture, processing and rendering tgebsican be used
also in this field. For instance, HDR displays can show evetebeontrast
than high-end medical displays and therefore facilitatgydosing based on
CT scans. HDR techniques can also find applications in astnaral imag-
ing, remote sensing, industrial design and scientific \izagon.

HDRI does not only provide higher precision, but also emabdesynthe-
size, store and visualize a range of perceptual cues, whicha achievable
with the traditional imaging. Most of the imaging standaadsl color spaces
have been developed to match the needs of office or displawiillation con-
ditions. When viewing such scenes or images in such comditiour visual
system operates in a mixture of day-light and dim-lightatisstate, so called
the mesopic vision. When viewing out-door scenes, we usdighatipercep-
tion of colors, so called the photopic vision. This distiontis important for
digital imaging as both types of vision shows different pemiance and result
in different perception of colors. HDRI can represent inmg€luminance
range fully covering both the photopic and the mesopic wisthus making
distinction between them possible. One of the differeneta/éen mesopic
and photopic vision is the impression of colorfulness ofects. We tend
to regard objects more colorful when they are brightly illnatded, which is
the phenomena that is called Hunt's effect. To render ergthoolorfulness
properly, digital images must preserve information abbetdctual level of
luminance of the original scene, which is not possible indhge of the tra-
ditional imaging. Real-world scenes are not only brightedt enore colorful
than their digital reproductions, but also contain muctbigcontrast, both
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local between neighboring objects, and global betweemmligibjects. The
eye has evolved to cope with such high contrast and its pcesera scene
evokes important perceptual cues. The traditional imagingike HDRI, is
not able to represent such high-contrast scenes. Simithgytraditional im-
ages can hardly represent such common visual phenomenH-hsréaous
surfaces (sun, shining lamps) and bright specular higtdighhey also do not
contain enough information to reproduce visual glare (itgging of the ar-
eas surrounding shining objects) and a short-time dazadasudden raise
of light level (e.g. when exposed to the sunlight after stgyindoors). To
faithfully represent, store and then reproduce all thetects, the original
scene must be stored and treated using high fidelity HDR tqabs.

Despite its advantages, the inception of HDRI in variousifielf digital
imaging poses serious problems. The biggest is the lack tfstendard-
ized color spaces and image formats, of which traditionagimg is abun-
dant. Such color spaces and image formats would facilitatbange of in-
formation between HDR applications. Due to the differesatment of color,
introduction of HDRI also requires redesigning entire imnagpipeline, in-
cluding acquisition (cameras, computer graphics synshestorage (formats,
compression algorithms) and display (HDR display devicesdisplay algo-
rithms).

This paper summarizes the work we have done to make thettcanfsom
the traditional imaging to HDRI smoother. In the next settice describe our
implementation of HDR image and video processing frameywaitiich we
created for the purpose of our research projects and whighade available
as an Open Source project. Section 3 describes our combriisit the field
of HDR image and video encoding. These include a perceptoaitivated
color space for efficient encoding of HDR pixels and two estens of MPEG
standard that allow to store movies containing full colangéand luminance
range visible to the human eye.

2 HDR Imaging Framework

Most of the traditional image processing libraries stoehgzxel using limited-
precision integer numbers. Moreover, they offer restdateeans of colori-
metric calibration. To overcome these problems, we havéemented HDR
imaging framework as a package of several command line pnagjfor read-
ing, writing, manipulating and viewing high-dynamic ran@¢DR) images
and video frames. The package was intended to solve ourntugsearch
problems, therefore simplicity and flexibility were prites in its design.
Since we found the software very useful in numerous projewtsdecided
to make it available for the research community as an Opemc8qaroject
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licensed under the GPL. The software is distributed undendmepfstools
and its home page can be founchatt p: / / pf st ool s. sour cef or ge.
net/.

The major role of the software is the integration of sevarsging and
image format libraries, such &mageMagickOpenEXRandNetPBM into a
single framework for processing high precision images. Mvide enough
flexibility for a broad range of applications, we have buif$toolson the
following concepts:

— Images/frames should hold an arbitrary number of chanfaslers), which
can represent not only color, but also depth, alpha-chammel texture
attributes;

— Each channel should be stored with high precision, usindifiggoint
numbers. If possible, the data should be colorimetricadljbcated and
provide the precision that exceeds the performance of tineahwisual
system.

— Luminance should be stored using physical unitsafn? to distinguish
between the night- and the day-light vision.

— There should be user-defined data entries for storing additiapplication
specific information (e.g. colorimetric coordinates of thigite point).

pfstoolsare built around a generic and simple format of storing insage

which requires only a few lines of code to read or write. Therfat offers ar-
bitrary number of channels, each represented as a 2-D drB&ylut floating
point numbers. There is no compression as the files in thimdbare in-
tended to be transferred internally between applicatiatieont writing them

to a disk. A few channels have a predefined function. For e¥@mshannels
with the IDs 'X’, 'Y’ and 'Z’ are used to store color data in tHelE XYZ
(absolute) color space. This is different to most imagiagrfeworks that op-
erate on RGB channels. The advantage of the CIE XYZ coloresmathat

it is precisely defined in terms of spectral radiance and tiesisible color
gamut can be represented using only positive values of amomponents.
The file format also offers a way to include in an image any nenadb user
tags (name and value pairs), which can contain any applicatigredéent
data. A sequence of images is interpreted by all “pfs-coamgliapplications
as consequtive frames of an animation, so that video candoegsed in the
same way as images. The format is described in detail in aaepspecifi-
catiort.

pfstoolsare a set of command line tools with almost no graphical user

interface. This greatly facilitates scripting and lesstresamount of work
needed to program and maintain a user interface. The eroepta viewer

1specification of thefsformat can be found at:
http://ww. npi - sb. npg. de/ resour ces/ pf st ool s/ pfs_format _spec. pdf
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of HDR images. The main componentspiétoolsare: programs for reading
and writing images in all major HDR and LDR formats (e.g. OpX¥R, Ra-
diance’s RGBE, logLuv TIFF, 16-bit TIFF, PFM, JPEG, PNG, gfarograms
for basic image manipulation (rotation, scaling, croppigig.), an HDR im-
age viewer, and a library that simplifies file format readimgl avriting in
C++. The package includes also an interfacenfmtlaband GNU Octave
The pfstoolsframework does not impose any restrictions on the program-
ming language. All programs that exchange data wf#toolsmust read or
write the file format, but there is no need to use any partidileary. The
typical usage opfstoolsinvolves executing several programs joined by UNIX
pipes. The first program transmits the current frame or intaglee next one
in the chain. The final program should either display an imagerite it

to a disk. Such pipeline architecture improves flexibilifyttee software but
also gives straightforward means for parallel executiothefpipeline com-
ponents on multiprocessor computers. Some examples of enchlimes are
given below:

pfsin_input.exr | _pfsfilter | pfsout _output.exr

Read the imagenput . exr , apply the filterpf sfi | t er and write the
output toout put . exr.
pf si n_ji nput. exr

pfsfilter | _pfsview

Read the imagenput . exr, apply the filtepf sfi | t er and show the
result in an HDR image viewer.

pfsin_in¥®4d. exr --franmes, 100: 2: 200 )\
_pfsfilter | _pfsout out%4d. hdr

Read the sequence of OpenEXR frame©100. exr,i n0102. exr,
.., 1 n0200. exr, apply the filterpf sfi |l t er and write the result in
Radiance’s RGBE format tout 0000. hdr, out 0001. hdr, ...

pfstoolsis only a base set of tools which can be easily extended and in-
tegrated with other software. For examppdstoolsis used to read, write
and convertimages and video frames for the prototype imgigation of our
image and video compression algorithms. HDR images canrizkered on
existing displays using one of the several implemented toapping algo-
rithms from thepfstmopackag@, which is build on top opfstools Using the
software from thepfscalibrationpackagé, which is also based opfstools

2pfstmohome pageht t p: / / www. npi i . npg. de/ r esour ces/ t mo/
Spfscalibration home page: http://waw. npii.npg. de/resources/ hdr/
calibration/pfs.htn
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cameras can be calibrated and images rescaled in physicalaimetrical
units. A computational model of the human visual systeHBR-VDP* —
usespfstoolsto read its input from multitude of image formats.

We creategfstoolsto fill the gap in the imaging software, which can sel-
dom handle HDR images. We have found from the e-mails wevede&ind
the discussion group contacts thstoolsis used for high definition HDR
video encoding, medical imaging, variety of tone mappingjguts, texture
manipulations and quality evaluation of CG rendering.

3 HDR Image and Video Compression

Wide acceptance of new imaging technology is hardly possilithere is no
image and video content that the users could benefit from. digtgbution

of digital content is strongly limited if there is no efficieimage and video
compression and no standard file formats that software ardiaae could
recognize and read. In this section we propose severai@aduip the prob-
lem of HDR image and video compression, including a colocegar HDR

pixels that is used as an extension to the MPEG-4 standaidy Aackward-
compatible HDR MPEG compression algorithm.

3.1 Color Space for HDR Pixels

Although the most natural representation of HDR images if&tof float-
ing point numbers, such representation does not lead todkeilmage or
video compression ratios and adds complexity to compresaigorithms.
Moreover, since the existing image and video formats, sscMBEG-4 or
JPEG2000, can encode only integer numbers, HDR pixels nmeusefre-
sented as integers in order to encode them using these ®rrberefore,
it is highly desirable to convert HDR pixels from a triple o2-Bit floating
point values, to integer numbers. Such integer encodingroilance should
take into account the limitations of human perception aeddlt that the eye
can see only limited numbers of luminance levels and coldtss section
gives an overview of the color space that can efficientlyesent HDR pixel
values using only integer numbers and the minimal numbeiitef tMore
information on this color space can be found in (Mantiuk, kkmvski &
Seidel 2006).

Different applications may require different precisiontbé visual data.
For example satellite imaging may require multi-spectahniques to cap-
ture information that is not even visible to the human eye welcer, for a

“HDR-VDP home page: http://ww. npii.npg. de/ resources/ hdr/vdp/
i ndex. ht ni
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large number of applications it is sufficient if the human eganot notice

any encoding artifacts. It is important to note that low dyiarange for-

mats, like JPEG or a simple profile MPEG, can not represenfutheange
of colors that the eye can see. Although the quantizatiéiaets due to 8-bit
discretization in those formats are hardly visible to oueg\those encoding
can represent only the fraction of the dynamic range anddloe gamut that
the eye can see.

Choice of the color space used for image or video compressism great
impact on the compression performance and the capabiititee encoding
format. To offer the best trade-off between compressionieffcy and visual
quality without imposing any assumptions on the displaptetogy, we pro-
pose that the color space used for compression has the fotjgwoperties:
1. The color space can encode the full color gamut and thedntie of lu-

minance that is visible to the human eye. This way the humeniegtead

of the currentimaging technology, defines the limits of seboding.

2. A unit distance in the color space correlates with the NBasiceable Dif-
ference (JND). This offers a more uniform distribution aftdrtions across
an image and simplifies control over distortions for lossgnpeession al-
gorithms.

3. Only positive integer values are used to encode luminandeolor. Inte-
ger representation simplifies and improves image and videgpcession.

4. A half-unit distance in the color space is below 1 JND. I§tbondition
is met, the quantization errors due to rounding to integenlmers are not
visible.

5. The correlation between color channels should be minitheblor chan-
nels are correlated, the same information is encoded twicieh worsens
the compression performance.

6. There is a direct relation between the encoded integaesaind the pho-
tometrically calibrated XYZ color values.

There are several color spaces that already meet some dbdve sequire-

ments, but there is no color space that accommodates theRFoakxample,

the Euclidean distance in tiHE L*u*v* color space correlates with the IND

(Property 2), but this color space does not generalize téutheange of vis-

ible luminance levels, ranging from scotopic light levesyery bright pho-

topic conditions. Several perceptually uniform quant@astrategies have
been proposed (Sezan, Yip & Daly 1987, Lubin & Pica 1991)luiding the
grayscale standard display function from the DICOM stadd®COM PS

3-2004 2004). However, none of these take into account aadkdtgnamic

range and diversified luminance conditions as required bpéity 1.

Most of the traditional image or video formats use so cafjachma cor-
rectionto convert luminance or RGB tristimulus values into integembers,
which can be latter encoded. Gamma correction is usualbngiv a form of
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a power functiorintensity= signal’ (or signal= intensity/¥) for an inverse
gamma correction), where the value pfs typically around 2. Gamma
correction was originally intended to reduce camera naigkta control the
current of the electron beam in CRT monitors. Further detailgamma cor-
rection can be found in (Poynton 2003). Accidentally, ligitensityvalues,
after being converted intsignalusing the inverse gamma correction formula,
correspond usually well with our perception of lightneskefefore such val-
ues are also well suited for image encoding since the dist@ricaused by
image compression are equally distributed across the wdwalke ofsignal
values. In other words, alteringignal by the same amount for both small
values and large values of a signal should result in the saagnitude of
visible changes. Unfortunately, this is only true for a lied range of lumi-
nance values, usually within a range from @ 100cd/n?. This is because
the response characteristics of the human visual systerS)uminance
changes considerably above 16@/n?. This is especially noticeable for
HDR images, which can span the luminance range fron? 1@ 10'° cd/n?.
An ordinary gamma correction is not sufficient in such cagkamore elab-
orate model of luminance perception is heeded. This prolidesolved by
theJND encoding, described in this section.

12-bit JND L 8-bitu 8-bit v

Fig. 2: 28-bit per pixel IND encoding

JND encoding can be regarded as an extension of gamma corréation
HDR pixel values. The naméND encoding is motivated by its design,
which makes the encoded values correspond to the Just Hbkic®iffer-
ences (JND) of luminance.

JND encoding requires two bytes to represent color and 12 bistode
luminance (see Figure 2). Chroma (hue and saturation) resepted using
u’ and v’ chromacities as recommended by CIE 1976 UniformoGtacity
Scales (UCS) diagram and defined by equations:

4X

/

U= XTi5vraz (1)
oy

\/_x+15Y+32 2)

SHVS use both types of photoreceptors, cones and rods, iratigerof luminance aproxi-
mately from 01 to 100cd/m?. Above 100cd/m? only cones contribute to the visual response.
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Luma,l, is found from absolute luminance valuggcd/m?], using the for-
mula: _
ay ify <y
lhar(y) = b-y°+d ity <y<vn (3)
e-log(y)+f ify>yn
There is also a formula for the inverse conversion, from it 2dma to lumi-
nance: _
a’~|hdr if |hdr<|l
Y(har) = B(lhar+d)¢ i I < lngr < In 4)
€-exp(f’-lngr) if lhar > In

The constants are given in the table below:

a—17554 | e=20916 | & — 0.056968 d = 32994
b=82681 | f=-73128 | b =7.3014—30 | f’ =0.0047811
c=0.10013 | y,=5.6046 | ¢ =9.9872 I, = 98381
d=—88417 | y,—10469 | d' =88417 I = 12047

The above formulas have been derived from the psychopHys&asure-
ments of the luminance detection threshBld3o meet our initial require-
ments for HDR color space, in particular Property 4, thev@etriformulas
guarantee that the same difference of valyesgardless whether in bright or
in dark region, corresponds to the same visible differeNedther luminance
nor the logarithm of luminance has this property, since #sponse of the
human visual system to luminance is complex and non-linEae. values of
| lay in the range from 0 to 4095 (12 bit integer) for the cormegging lumi-
nance values from 1@ to 10'° cd/n?, which is the range of luminance that
the human eye can effectively see (although the values dff\aan be dam-
aging to the eye and would mostly be useful for representieduminance
of bright light sources).

Functionl (y) (Equation 3) is plotted in Figure 3 and labelletND encod-
ing”. Note that both the formula and the shape of IND encoding is very
similar to the nonlinearity (gamma correction) used in tR&8 color space.
Both JND encoding and sRGB nonlinearity follow similar curve on thetp
but theJND encoding is more conservative (a steeper curve means that a |
minance range is projected on a larger number of discrete taues, V, thus
lowering quantization errors). However, the sSRGB nondity results in a
too steep function for luminance above 16y n?, which requires too many
bits to encode real-world luminance values.

The color space described in this section can be directly fsenany ex-
isting image and video compression formats, such as JPEG&t MPEG-4.

6The full derivation of this function can be found in (Mantjulyszkowski & Seidel 2006).
The formulas are derived from the threshold versus intgr$iaracteristic measured for human
subjects and fitted to the analytical model (CIE 1981).
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Fig. 3: Functions mapping physical luminance y to encodeddwalues |. JND Encoding —
perceptual encoding of luminance; SRGB — nonlinearity (gentorrection) used for the SRGB
color space; logarithmic compression — logarithm of lunmine, rescaled to 12-bit integer range.
Note that encoding high luminance values using the sRGBineanity (dashed line) would

require significantly larger number of bits than the pereggtencoding.

Both these formats can encode luminance with 12 or moreeitesh make
them fully capable of representing HDR pixel values. As aopmaf con-
cept we extended an MPEG-4 compression algorithm to use rihygoged
color space. The modified video encoder achieved good casipreper-
formance, offering the ability to store the full color ganautd the range of
luminance that is visible to the human eye (Mantiuk, Krawgyszkowski
& Seidel 2004), as demonstrated in Figure 4. Moreover, thvarced HDR
video player, which we created for the purpose of playbadd@R movies,
can play video and apply one from several available tonepingpalgo-
rithms in real-time (Krawczyk, Myszkowski & Seidel 2005)h& additional
advantage of HDR content is the possibility to simulate @uitional dis-
plays the perceptual effects that are normally only evokbémobserving
scenes of large contrast and luminance range. An exampkascofeffects
are the night vision and an optically accurate motion blemdnstrated in
Figure 5. More examples can be found at the project pagép: / / vwww.
npi - i nf. npg. de/ resour ces/ hdrvi deo/ i ndex. ht m .

The application of the proposed color space is not limitedhtage and
video encoding. Since the color space is approximatelygmtoally uniform
(Property 2), it can be used as a color difference metric fDRHmMages,
similarly as theCIE L*u*v* color space is commonly used for traditional
images. The luminance coding can also approximate phaptecresponse
to light in the computational models of the human visual eys{Mantiuk,
Myszkowski & Seidel 2006). Since the proposed color encgditnimizes
the number of bits required to represent color and at the sameedoes not
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Fig. 4: Two screenshots from the advanced HDR video playmwg an extreme dynamic
range captured withing HDR video sequences. Blue framagsept virtual filters that adjust
exposure in the selected regions.

Fig. 5: Screenshots demonstrating simulation of percdmine optical effects, possible only for
HDR content. Left: simulation of night vision, resultingarimited color vision and bluish cast
of colors. Right: simulation of physically accurate motiolar (right side) compared with the
motion blur computed from the traditional video materiaf{iside).

compromise visual quality, it can be an attractive methoérafoding data
transmitted digitally from the CPU to a graphics card or frira graphics
card to a display device.

3.2 Backward-compatible HDR Video Compression

Since the traditional, low-dynamic range (LDR) file form&isimages and
video, such as JPEG or MPEG, have become widely adaptedastindup-
ported by almost all software and hardware equipment dgalith digital
imaging, it cannot be expected that these formats will be édliately re-
placed with their HDR counterparts. To facilitate tramsitifrom the tradi-
tional to HDR imaging, there is a need for backward compeathDR for-
mats, that would be fully compatible with existing LDR fortaand at the
same time would support enhanced dynamic range and colastgam
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Fig. 6: The proposed backward compatible HDR DVD movie ssirgy pipeline. The high dynamic range content, provideddwanced cameras and CG

rendering, is encoded in addition to the low dynamic rangeRl) content in the video stream. The files compressed withrtpsed HDR MPEG method
can play on traditional LDR and future generation HDR disfda



Encoding movies in HDR format is attractive for cinematqgamg especially
that movies are already shot with high-end cameras, botloguaad digital,
that can capture much higher dynamic range than typical Me@&ression
can store. To encode cinema movies using traditional MPEGpcession,
the movie must undergo processing called color grading.d?#nis process
is the adjustment of tones (tone-mapping) and colors (gamagping), SO
that they can be displayed on majority of TV sets (refer touFég6). Al-

though such processing can produce high quality contentyfical CRT

and LCD displays, the high quality information, from whiativanced HDR
displays could benefit, is lost. To address this problemptioposed HDR-
MPEG encoding can compress both LDR and HDR into the samenlzadk
compatible movie file (see Figure 6). Depending on the cdiiabiof the

display and playback hardware or software, either LDR or HidRtent is
displayed. This way HDR content can be added to the videarstra the
moderate cost of about 30% of the LDR stream size. Becausechfsmall

overhead, both standard-definition and high-definition iH@vies can fit in
their original storage medium when encoded with HDR infaiora

LDR frame (sRGB:ubyte) HDR frame (XYZ:float)

MPEG encode

MPEG decode

Transform color space
SRGB # I Ui Vi

Huffman/Runlength
encoding

Transform color space
XYZ # by g Vi

lhdv

Compute residual |
frame =, ,-RF(l,5)

MPEG encoder

(

LDR stream  Auxilary stream  Residual stream

Fig. 7: A data flow of the backward compatible HDR MPEG encgdin

The complete data flow of the proposed backward compatiblR MiDeo
compression algorithm is shown in Figure 7. The encoderstak® se-
guences of HDR and LDR frames as input. The LDR frames, irgdridr
LDR devices, usually contain a tone mapped or gamut mappstweof the
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original HDR sequence. The LDR frames are compressed usitgnaard
MPEG encoderNIPEG encodén Figure 7) to produce a backward compati-
ble LDR stream. The LDR frames are then decoded to obtairterthid (due
to lossy compression) LDR sequence, which is later used aefeeence for
the HDR frames (seMPEG decoden Figure 7). Both the LDR and HDR
frames are then converted to compatible color spaces, wihigimize differ-
ences between LDR and HDR colors. The reconstruction fon¢seerind
reconstruction functiom Figure 7) reduces the correlation between LDR and
HDR pixels by giving the best prediction of HDR pixels basedtloe values
of LDR pixels. The residual frame is introduced to store &edénce between
the original HDR values and the values predicted by the rgtcoction func-
tion. To further improve compression, invisible luminarace chrominance
variations are removed from the residual frame (Siter invisible noisein
Figure 7). Such filtering simulates the visual processirag th performed
by the retina in order to estimate the contrast detectioastiwld at which
the eye does not see any differences. The contrast magsituateare below
this threshold are set to zero. Finally, the pixel values ifsadual frame are
quantized (se®Quantize residual framan Figure 7) and compressed using a
standard MPEG encoder into a residual stream. Both the sewmtion func-
tion and the quantization factors are compressed usingstekssarithmetic
encoding and stored in an auxiliary stream.

This subsection is intended to give only an overview of thepression
algorithm. Further details can be found in (Mantiuk, Efreqmdyszkowski
& Seidel 2006a) or (Mantiuk, Efremov, Myszkowski & Seidel8b) and
on the project web pagehtt p: // www. npi i . npg. de/ r esour ces/
hdr / hdr npeg/ .

We implemented and tested a dual video stream encodingdagrutpose
of a backward compatible HDR encoding, however, we belibaedather ap-
plications that require encoding multiple streams canlyart fully benefit
from the proposed method. For example, a movie could comtaEeparate
video stream for color blind people. Such a stream could beiegitly en-
coded because of its high correlation with the original cetoeam. Movie
producers commonly target different audiences with déifeércolor appear-
ance (for examplill Bill 2 was screened with a different color stylization
in Japan). The proposed algorithm could be easily extendedat several
color stylized movies could be stored on a single DVD. Thisknis also a
step towards an efficient encoding of multiple viewpointeddrequired for
3D video (Matusik & Pfister 2004).

25



4 Conclusions

In this paper we introduce the concept of HDR imaging, pamtut its ad-
vantages over the traditional digital imaging. We descabeimplementa-
tion of the image processing software that operates on HCg@s and offers
flexibility necessary for research purposes. We believettigkey issue that
needs to be resolved to enable wide acceptance of HDRI isegffitcnage
and video compression of HDR content. We address the cosipreissues
by deriving a perceptually-motivated HDR color space cépabencoding
the entire dynamic range and color gamut visible to the huayan We pro-
pose also two compression algorithms, one being a straigtafd extension
of the existing MPEG standard, and the other offering bacwampatibil-
ity with traditional video content and equipment. The pregad backward-
compatible algorithm facilitates a smooth transition frtime traditional to
high-fidelity HDR DVD content.

In our work we try to realize the concept of an imaging framewibat
would not be restricted by any particular imaging technglagd, if storage
efficiency is required, be limited only by the capabilitigstioe human vi-
sual system. If the traditional imaging is strongly depetida the particular
technology (e.g. primaries of color spaces based on thegreén and blue
phosphor in CRT displays), HDRI can offer an image-indegendepresen-
tation of images and video. However, redesigning existingging software
and hardware to work with HDR content requires a lot of effortl defini-
tion of new imaging standards. Our mission is to populatfieedoncept of
HDR imaging, develop standard tools and algorithms for @sstng HDR
content and research the aspects of human perception treekéainfluence
on digital imaging.
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